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*Abstract*—This project creates a computer opponent for the game of Go using minimax and alpha-beta pruning and is implemented using the Python programming language, the Django web framework and a PostgreSQL database. The game itself is a variation of Go aimed at facilitating the learning of basic moves in the game for beginners.
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# I. Introduction

The ancient Chinese two-player board game Go has attracted media attention in recent years following Google's success in writing Artificial Intelligence capable of beating the world's best human Go player (Cook, 2016). While there are many resources to play Go online both against other humans and against computers (Sensei's Library, n.d.), there are fewer resources featuring computer opponents aimed at assisting beginners to understand the basic rules. Gomoku is a game played on a Go board in which the aim is to place five stones in a row, horizontally, vertically, or diagonally before one's opponent manages to get five in a row, but it loses much of the rest of the game logic, including captures (Wikipedia Contributors, 2022). The Robogo project aims to implement a new variation of Gomoku in which all the rules of the game of Go are maintained aside from the scoring method, which is simplified down to: the winner is the first to get five stones in a row vertically or horizontally (not diagonally). The human player will play against a computer allowing them to learn how moves and captures work on a Go board without needing to find a knowledgeable human opponent. While there are resources to play Gomoku against computers online (gomokuonline.com, n.d, gomoku.yjyao.com, n.d.) on investigation I could not find this unusual variation in which capture rules are upheld available and therefore it represents a new offering to the Go playing world. At present Robogo is partially implemented: the game is currently played on a five-by-five board, with a win condition of four stones in a row either horizontally or vertically (not diagonally). Capture and Ko rules are yet to be implemented in the game. The computer blocks the human from winning in most circumstances, and this has been achieved by using minimax with alpha-beta pruning. In the following report I will explain how I brought Robogo to its current state, and the next steps anticipated in its development.

# II. Literature Review

## A. Language and framework

The decision to write Robogo in Python was based on two things - firstly the popularity of the language; 58% of respondents to the StackOverflow 2022 developer survey said they had 'done extensive development work' in Python over the last year or 'want to work in' Python over the next year (Stack Overflow, 2022), and secondly its status as a back-end language, therefore suitable for the most significant feature of this project which was allowing a computer to play the game.

Flask and Django were both considered for the project. Flask is a lightweight web framework best suited for building APIs, whereas Django is geared towards fuller projects featuring some element of user interface alongside the back-end (Campbell, 2022; Robinson, 2017). In addition Django allows for easy integration with databases through its models, providing a 'single, definitive source of information' about the data in the project (djangoproject.com, n.d.). A range of online Django tutorials (Parker, 2017; djangoproject.com, n.d.; Portella, 2021) were used as models for how to build up the project, with the greatest reliance on on Django's own official starter project (djangoproject.com, n.d.).

Various front-end point-and-click graphical options were investigated. Initially the pygame library for Python was considered (Clark, 2022), but eventually was ruled out as it would have been complex to integrate this with a Django back-end in the available time. Using css, html and javascript to render the board was also considered (Lung, 2020; viethoang, 2017), but again on further investigation this implementation would have required a significant amount of effort to be devoted to integration into the Django ecosystem, and can easily become unwieldy (saaspegasus.com, 2021). Eventually the decision was made to rely only on Django's in-built templates and views, and to render the Go board using unicode characters. There are various conventions for preparing ascii Go diagrams (Wedd, n.d.), and the eventual design used these as an inspiration, but adapted from these to make the board easier to read as moves were made. Using Django forms (djangoproject.com, n.d.) was chosen over point and click, again in order to reduce the amount of time spent on front-end coding.

## B. Minimax and Alpha-Beta Pruning

The main resources for understanding minimax and alpha-beta pruning were Winston's 2010 lecture entitled 'Search: Games, Minimax and Alpha-Beta' (Winston, P. H, 2010), and Jain's Blog post on minimax and alpha-beta Pruning (Jain, 2017). Additionally Lane's blog post on writing binary trees in Python was used as a model for how to build a tree by using a Python class to create the node objects (Lane, 2021), although as the code developed it diverged from that model as will be discussed later..

# III. Robogo User Guide

The user should make sure they have Docker (Docker, n.d.) installed on their machine. Then open a terminal at the robogo directory and type in the following command: `./start\_game.sh`. Note that if the user gets an error message reading: `permission denied: ./start\_game.sh` then the user should run the following command: `chmod u+x start\_game.sh` and then try `./start\_game.sh` again. The game should now open in a web browser. The user should see a page showing a simple five-by-five Go board where the intersections are labelled as plus signs, and the coordinates, 0-4, are labelled along the top and the right hand side.
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A form at the top of the screen will allow the user to state which game they are playing (based on their IP address), which colour player they're playing (human user should always play the black player), and which X and Y coordinates they want to play at. In this iteration the form on the first page is a bit confusing for the player as the label for the subsequent input fields appears to the right of the previous one. In future iterations this bug will be fixed. When the user gives coordinates for their move the move will appear on the board, and white's response will be displayed at the same time. It can take up to two minutes for the moves to display on the board as the algorithm calculates white's best move. In future iterations of the game there will be a visual indication that the computer is calculating the next move. Once the moves show on the board the human user can then input the coordinates of their next move, and so on. The game detects when a the human or the computer has four stones in a row and then declare that this player as the winner. If all positions on the board are occupied without a win state having been achieved then the system displays a 'Game Over' message. A running score for the two players is displayed at the top of the board throughout.

If the user inputs coordinates which are out of range they will forfeit that move and the computer will play instead. In later iterations this will be replaced with warnings to the user and the opportunity to input valid coordinates.

Capture logic and the Ko rule are yet to be implemented in this iteration of the software, but will be introduced at a later stage.

# Robogo Program

## A. Overview

Robogo is implemented using the Django web framework for the Python language and a PostgreSQL database. Docker containerisation has been employed in order to ease the running of the code from different computers or servers by automating the process of setting up dependencies. Online resources (Thagana, 2022; Docker, n.d.) were referred to in order to set up Docker for this project. The Django framework uses Model, View, Template structure. The Model represents both the classes in the program and the items in the database. The View handles the logic in order to prepare information for the Template, which is the means of viewing the relevant information from a web browser. Django was chosen in order to simplify the coupling of concepts in the code to the database, create some ready-made structure to the code and to ease the rendering of information as a web page. The code to allow the computer to select the best move is stored in `games/minimax.py` and `games/go\_minimax\_joiner.py` and implements the minimax algorithm.

## B. Minimax with Alpha-Beta Pruning

The minimax algorithm allows the computer to optimise its choice of next move by looking ahead a number of steps in the game by creating a game tree made up of potential moves for each point in the game. The algorithm then assesses the utility of the moves at the given future point in the game (Winston, 2010). For ease this future point in the game will be referred to as the terminal state, although in reality is will normally be a few moves on in the game and not the end state of the game and greater discussion on the reasons behind that will come later. From this terminal state, the algorithm works back up the tree to establish the most optimal move for each player at each point by inheriting the utility from the terminal state. For a two-player game such as Go the computer will always choose the move with the minimum utility to its opponent and presume that its opponent will select their move for maximum utility, and this alternating minimising and maximising of utility is where the term minimax derives. Alpha-beta pruning is layered over minimax to reduce the amount of computing time required to calculate the optimal move. It works by navigating the game tree to the terminal state of one branch and establishing the utility of the optimal move on that branch, now when the next branch is assessed, as soon as the utility breaches the threshold value set by the first branch we can ignore all paths below that level and avoid these calculations.

In this project minimax is implemented in the file `games/minimax.py`. The core elements in this file are a base class called `MinimaxNode` and the algorithm itself, which is a free function called `minimax\_with\_alpha\_beta\_pruning\_algorithm`. The code in this file is agnostic to which game is being played, and although it is used in Robogo in order to play this variation of Go, it could equally be used for any adversarial two-player pure logic game, such as Chess.

*C. MinimaxNode*

In earlier iterations of the code, MinimaxNode featured member variables to allow a tree to be built for future inspection such as score for that node and an array of its children, which in turn were also MinimaxNodes, see commit with hash beginning ef2090 for details (Christie, 2022). It also had method called `get\_optimal\_move` which was used on the penultimate nodes in order to determine which terminal node would be selected. The method looped over the leaves of the penultimate node, and selects the one with the best score for the player, so if it's the minimiser this is the score which is worst for the opponent, and if it's the maximiser it's the score which is best for itself.

During the course of developing the code and reading online resources (Jain, 2017; Serrão, 2021; GeeksforGeeks, 2021) it was realised that it was possible to do all the relevant calculations during the algorithm without storing the outcomes in the node objects, so the code in its current state does this to reduce the number of actions the algorithm has to perform in an attempt to speed up processing time. Almost all of the functions and members which used to reside in the MinimaxNode class are now gone.

*D. minimax\_with\_alpha\_beta\_pruning\_algorithm*

The `minimax\_with\_alpha\_beta\_pruning\_algorithm` function was developed using a number of online resources such as Jain's blog post (Jain, 2017). The function takes a MinimaxNode as its only required argument, and then has optional arguments for depth, winning\_score and start\_time. Depth and winning score both have default values set elsewhere in the code, while start\_time is used if we want to apply a timeout to the function, but is not required in all cases (for example it isn't used in the tests). The function then checks if its base case has been met: if we've reached full depth or if the node has a winning utility. If either of these conditions are met then it returns a dictionary with the best score and the move node which will take the computer down the path with that best score. If the base case hasn't been met then the code then sets up some variables for use in the recurse case. `alpha` is the variable representing the best score for the maximizer and is initialised at -infinity, i.e. the worst possible score for the maximizer. Then `beta` is the variable representing the best score for the minimizer, and is initialised at the worst possible score for the minimizer; infinity. The variable for storing the best utility seen so far while navigating the game tree is entitled `best\_score` and is set to -100 if the player to move is the maximizer or 100 if it's the minimizer - different values from the alpha and beta values in order to make it easier to examine what was happening in the code from the logs and the debugger, and still initialised at bad values from the perspective of the player to move. Finally `func` is a variable which is set to the Python inbuilt function max if the player to move is the maximizer, or min if the player to move is the minimizer - `func` will be used during the recursion to select the best move and assign alpha and beta values. We now begin examining the children of the parent node. This is done by looping over the output of the generator: `generate\_next\_child\_and\_rank\_by\_proximity`, which will be discussed in further detail later on in this report. At this stage the algorithm recurses, i.e. calls itself. The effect of this is that the first child of the root node will find its first child and so on until the base case is met, at which point the utility of the node is evaluated and returned alongside the node itself. Now the best score is found by taking the `func` of the best score from the result and the existing best score - i.e. the minimum of the two if it's the minimizer's turn to play or maximum if it's the maximizer. If our best score at this stage matches the score of this node, then the current child node is assigned the status of best node. At this stage if it's the maximizer's turn to move we set alpha, or we set beta if it's the minimizer's turn. We use `func` again to get the correct value comparing `best\_score` to alpha or beta. At this stage we check if break conditions have been met. The following cases are valid break conditions: 1. alpha is greater or equal to beta - in this case we know that any remaining nodes down this branch of the tree cannot be an improvement on what we have available now, or put another way, continuing down this path would inevitably give the opponent an advantage. The other break conditions are if we're at a winning node as we don't need to examine the tree beyond a winning state, or if the process has timed out. The time out was set to 120 seconds, and this is in order to prevent highly prolongued lagging, but comes with the downside that not all options will have been evaluated and the move suggested after timeout may not be the best move in the game, simply the best of all the moves evaluated over the course of two minutes. The function returns the best score and the move node from which the score came either once all children nodes on that level have been evaluated or when a break condition is met. The result is returned to the next level up in the loop, i.e. the parent node until it reaches the root node at which point we have the best move available for the root node which can then be presented in the UI.

In order for Minimax to work it is necessary to be able to determine the utility of the terminal nodes, which is where the logic of the given game becomes relevant. In order to separate out the Go logic from the pure Minimax code a new class called `GoNode` was created in `games/go\_minimax\_joiner.py`. `GoNode` inherits all the variables and methods from `MinimaxNode` and in addition has the ability to examine any given board state. In order to determine the utility of the board state for a terminal node `GoNode` looks for all stones grouped in horizontal or vertical lines, and keeps a running score of the highest number of stones per player and then returns the highest group length as that player's score.

*E. Getting node children; various approaches*

There are a number of approaches available for generating the children of a given node. Two options are to generate all the children up front, or to use a generator in order to yield the children one at a time. Both approaches were experimented with and it was found that the generator improved the algorithm speed.

The other set of options when generating node children is whether to generate the next move sequentially on the board, or to rank moves according to some known strategy. Initially a generator which simply iterated over all board positions yielding the next valid move was used. One drawback of this approach is that the gameplay doesn't appear very natural, as when all moves were equally bad the algorithm would simply make the first available move. An advantage to ranking moves is it can speed up the algorithm as it evaluates moves with a higher likelihood to have a good outcome first.

The code for generating ranked node children looks at each place on the board where a stone has already been placed and generates node children connecting to those stones. Once all connecting positions have been generated it then generates moves with a jump of 1 away from each stone, and then an jump of 2 and so forth. A side benefit found of this node ranking strategy is it also lead to more natural moves, and increased the likelihood of blocking moves when the computer was on a losing path.

During early development the list of potential moves was kept artificially short in order to preserve computing resource, in particular before the alpha-beta pruning was applied. Another benefit to restricting move options is creating a beginner-friendly computer player who takes a simplistic strategy similar to that that human beginners tend to adopt. This beginner strategy involved either directly blocking one's opponent, or alternatively connecting to one's own stones directly. More sophisticated gameplay tends to involve moves which don't always connect to one's own stones or the opponent's stones.

The initial iteration of Minimax only went two layers deep. As it was only looking ahead by two moves it was very easy to beat the computer. The algorithm for minimax with alpha beta pruning at this stage was building the game tree using node children.

*F. Database*

The database software used for this project is PostgreSQL. The database consists of two tables: Games and Moves. Each user can play one game per device as their game is tied to their IP address. Each game can have zero to many moves, and if the game is deleted all of its moves also get deleted from the database.

*G. Front End*

The front-end is implemented using Django's templating functionality which in turn uses Jinja scripting. The board is rendered using "+" to represent empty intersections, "●" to represent black stones and "○" to represent white stones.
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